Spectral Clustering Technique for Classifying Network Attacks
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Abstract—The problem of differentiating regular from anomalous traffic has been studied extensively. However, the classification of anomalous traffic to different types of attacks remains a difficult and widely unexplored area. In the age of big data analytics it is becoming paramount to automate the security process, such as reaction to attacks and mitigation based on their type. This paper investigates the use of spectral clustering techniques for classifying computer network attacks. Spectral clustering is a highly robust classifier for big data, and is found to accurately and efficiently classify the attack data using a minimal number of select features. Extensive investigation into feature selection and weighting is discussed. Our classification results can easily be adapted by an Intrusion Detection System (IDS) for real-time attack detection, and the classification information used to mitigate future attacks.

1. Introduction

While much research has been done in distinguishing normal network traffic and flash crowd events from traffic anomalies and attack traffic, not much work has been done in classifying different types of attacks. Though it is important to be able to distinguish attack from benign traffic, it is also vital to know what kind of attack is underway to deploy the most appropriate countermeasures.

There are several reasons why distinguishing a specific network attack type is important. First, it is helpful to employ sophisticated techniques in an automated manner, without the need for human intervention, such as network administrators reviewing network logs. Second, information sharing in computer security is vital to alert organizations about new attacks. The importance of information sharing is demonstrated by the considerable work that has been done on protocols to share information about attacks and perpetrators, i.e. [1] and [2]. Thus, the quality of information and details about specific attacks is essential. Finally, Advanced Persistent Threats (APT) start with simple network scanning or Denial of Service (DoS) attacks. Being able to distinguish these may prevent more sophisticated attacks.

In this paper we present a classification algorithm that is completely automated and can be used to classify representative computer network attacks. Our algorithm specifies three different groups of attacks: Probe, DoS, and User to Root (U2R) as well as normal traffic with good accuracy and efficiency. These types of attacks are frequently encountered in computer networks or may be the precursor of a larger, more sophisticated attack.

One of the pressing issues in present-day networks is the amount of information that is produced due to high speed, high volume transactions. Classification of large volumes of traffic is considered a difficult big data problem. The k-means algorithm is one of the most common classification algorithms used; however it lacks accuracy and sophistication. Neural networks is another common method for classifying network attacks [3].

What distinguishes our algorithm from other papers on classification is the low number of features used to classify attacks to different groups. Furthermore, we are using spectral clustering for classification, and our algorithm’s efficiency is apparent from the minimal amount of features that are needed to extract an accurate classification. Finally, we rely only on network traffic data (tcpdump [4]); thus this algorithm can be used with Intrusion Detection Systems (IDSs).

2. Related Work

There is a large body of work revolving around detection of network attacks aiming to improve the accuracy and efficiency of IDSs. Our method of classifying attacks focuses on spectral clustering, which can be used to group a variety of network attacks and to distinguish traffic anomalies from regular traffic. Therefore, we have divided the related literature in three categories:

- methodologies applied to distinguishing regular user traffic or flash crowd traffic from network attack traffic
- algorithms used to classify attacks to specific groups, and
- clustering algorithms for classification and machine learning.

Our solution deals with clustering, attack detection, and classification. Thus, we present a brief review of each category below.

The problem of detecting a computer network attack, i.e., distinguishing regular user traffic from attack traffic,
is fundamental when building online Intrusion Detection Systems (IDS). Real time systems such as Snort [5] and Bro [6] have been developed. Snort is based on a set of rules that recognize attack signatures and patterns in network traffic and raise alerts when an anomaly in traffic is detected. Bro is state based, relying on a system of events and event handlers that establish policies on how to react to an attack. The limitation of IDSs is that they usually only detect attacks and traffic anomalies. They do not offer information or a grouping of the types of attacks. A survey on Anomaly-based Network IDSs (A-NIDS) is presented in [7]. IDSs are divided in three categories: statistics based, knowledge based, and machine learning based. Still, there are open issues with the accuracy of all these IDSs especially when it comes to recognizing specific attacks.

Another difficult problem is discriminating attack traffic from flash events, i.e. unusually high regular user traffic. In [8] the authors use Pearson Correlation and devise a statistical measure to distinguish traffic anomalies, specifically Denial of Service (DoS), versus flash events. In [9] the authors use source IP entropy and traffic cluster entropy to distinguish Distributed Denial of Service (DDoS) attacks from flash events. Both of these detection mechanisms are based on statistical measures and attackers can “train” their traffic generator to mislead them. A novel approach that is based on creating a robust regular user traffic model is presented in [10], where the authors use an anomaly detection score and the Bayes rule to differentiate user traffic versus attack traffic.

Most of the classification research that has been done places great importance on the features used, having differing feature sets even when using the same data. In [11], the author developed a decision tree based classifier using the 41 features provided with the KDD Cup 99 data set [12] to distinguish DoS attacks. In [13] the authors used 7 features to detect DDoS attacks again using the same data sets. These features included number of UDP echo packets to a specified port, number of connections to the same host, number of ICMP echo reply packets from the same source, number of connections that have SYN errors using the same service, number of connections having the same window size, sequence number, and packet length, number of packets in the URG flag set in TCP header, and type of service. In [14] the authors provide reduced sets of features (each a subset of the 41 features from the KDD Cup data) for each type of attack valuable for distinguishing the four types of attacks. Similarly, in [15] the authors discuss what features distinguish Probe, DoS, R2L, and U2R attacks and additionally which features are not useful. Our classification algorithm uses spectral clustering with only six significant features; this sets it apart from the above classification systems in terms of efficiency and accuracy.

Several classification systems use neural networks to improve detection accuracy and flexibility for attack classification. Using a keywords list the authors in [16] calculate a score, then apply detection and classification with neural networks. This method improves accuracy and lowers false alerts, but it is heavily dependent on a preexisting keyword list. In [3] the authors detect DDoS attacks using neuro-fuzzy networks. Again, in this work only one type of attack is detected.

Once appropriate features have been selected, various clustering algorithms in machine learning can be used to classify the attacks. Clustering algorithms fall into two broad categories: hierarchical and partitioning [17]. Hierarchical algorithms create a multiscale clustering structure by iteratively merging or dividing clusters. Partitioning algorithms produce a unique partition of the data into generally disjoint clusters. Partitioning algorithms include relocation, density-based, and spectral methods [17]. Relocation algorithms such as k-means [18], k-medoids [19], and probabilistic EM methods such as MCLUST [20] build convex clusters and fail when there are nonlinear boundaries between clusters. Density-based methods such as DBSCAN [21] and spectral methods such as those in [22] and [23] are more reliable for non-convex clustering structures.

3. Processing the Data

We used the 1999 DARPA data set [24] to verify the accuracy and efficiency of our spectral clustering algorithm. An older version of this dataset was used for the famous Knowledge Discovery in Databases challenge (KDD cup [12]). Although the KDD cup included a variety of audit as well as traffic data and was processed to distinguish traffic flows, our algorithm utilized the raw network traffic logs. Therefore, with some adjustments our classification algorithm can be used efficiently by an IDS. Furthermore, what sets our methodology apart from the related work is the low amount of features required as well as the spectral clustering accuracy of classification.

Although there has been criticism about the 1999 DARPA dataset regarding its appropriateness to evaluate an IDS as well as its timeliness [25], it still represents one of the most complete datasets and has set a standard for IDS accuracy evaluation. The DARPA dataset was created in a realistic network testbed that emulates the structure of an Air Force base network. The background traffic of this dataset emulates users on thousands of hosts modeled by realistic government sites. More than 200 instances of 58 distinct attack types were launched against Unix and Windows NT machines. For the evaluation of our classifier it supplies a variety of attacks mixed with normal traffic and this sets it apart from datasets that include only one type of attack.

Moreover, we have produced realistic Distributed DoS (DDoS) TCP SYN flood network traffic in a real world cloud infrastructure, Global Environment for Network Innovations (GENI) [26]. We have implemented a botnet of ten zombie nodes, a victim node that ran Apache server, and a node that produced background data based on a realistic long tail traffic distribution. To this end, we have emulated a real world, high speed attack using the GENI cloud infrastructure. We used tcpdump to collect these data.
3.1. Types of Attacks

A summary of the attacks that are grouped by our novel spectral clustering algorithm appears in Table 1. Our classification algorithm distinguishes three groups of attacks: Denial of Service (DoS) and Distributed DoS (DDoS), Network Scans (Probes), and User to Root (U2R). DoS and DDoS attacks are the most common and easy to deploy. The goal of these attacks is to flood a network with traffic in order to prevent legitimate users from accessing network services. Although today’s computer networks may overcome DoS attacks by reserving more bandwidth, they are still a considerable threat. A recent 400 Gigabyte DDoS attack detected by Arbor Networks [27] demonstrates the gravity of these attacks.

<table>
<thead>
<tr>
<th>Attack Category</th>
<th>Attack Names</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS</td>
<td>apache, TCP SYN flood, udpstorm</td>
</tr>
<tr>
<td>Probe</td>
<td>ipsweep, ls, portsweep, qeso, ntis, satan, reteiscan, nttfoscans, insidesniffer</td>
</tr>
<tr>
<td>U2R</td>
<td>anypw, casesen, eject, fdfomrat, loadmodule, nfsdos, perl, ps, sechole, sqlattack, xtrem, yaga, fconfig</td>
</tr>
</tbody>
</table>

There is a wide range of DDoS attacks [24], from floods, amplification, and high bandwidth attacks (e.g. SYN flood, “ping of death”, and smurf) to low bandwidth attacks that target large files and other website or database vulnerabilities (e.g. crashis, land, and teardrop). Due to their wide range of characteristics, from low to high bandwidth and a variety of sources and destinations, it is inherently difficult to create a single group of DoS attacks. Therefore, we have excluded the low bandwidth attacks and focused on high bandwidth and amplification attacks (SYN flood, apache).

The second set of attacks that is classified by our algorithm are network probing attacks. The goal of a probe attack is to scan a network for open backdoors and vulnerabilities. A probe attack is not detrimental by its nature. However, it can easily combine with a sophisticated attack vector and perform considerable damage, such as data exfiltration. These attacks have common characteristics, such as high variance of destination ports, deterministically contiguous destination addresses or ports, and high volume of error packet traffic in response to the probing requests.

The third set of attacks that the spectral classification algorithm distinguishes is User to Root (U2R) attacks. U2R attacks assume that the attacker already has user access to a host. Consequently, the goal of the attacker is to obtain root access. The prevalent characteristic of these attacks is transfer of executable files that can cause buffer overflow. Buffer overflow is caused when a static buffer is not checked and additional data is written to it so that system stack data is overwritten. Careful manipulation of the stack can cause command injection and consequently exfiltrate root access. Another characteristic of these attacks is a set of packets with specific string patterns, which aim to inject specific commands in the system.

A fourth group of attacks named Remote to Local (R2L) attacks, is part of the DARPA dataset. Remote to Local attacks aim at gaining local access to a machine. Although the attacker sends packets over a network to gain access and these packets are captured from network traffic data (tcpdump) they are not meaningful unless combined with audit logs. Just like a regular IDS, our classification algorithm uses only network traffic logs. For this reason our method has the advantage that with modifications it can be used in real time by an IDS or to extract post forensic information using only network data. However, R2L attacks are out of the scope of our spectral clustering algorithm since they need audit data to be used in their classification.

3.2. Data Filtering

As mentioned above, the data used came from the 1999 DARPA datasets weeks 4 and 5 [24] as well as the DDoS data created using the GENI cloud infrastructure [26]. Instead of the audit data as used in the KDD Cup, we used the inside sniffing data exported from Wireshark to a comma separated (csv) file. The data was filtered using the “Detection Scoring Truth” file as provided on the DARPA website. This file includes the time stamps for each attack, the source IP address of the attack, the destination, and data on what type of attack.

Many of the attacks had multiple parts, sometimes with time gaps between parts. To prepare the data for computations, we extracted the traffic corresponding to the parts of the attacks isolating destinations as indicated by the truth file. We put each part in a separate file, to be combined later in the computation process. Computations such as the inter-arrival rate would have been incorrect had we combined the parts at this point.

4. Features

Initially, we considered a set of sixty data features from [28] that ranged from protocol and flag signatures, to packet size, inter-arrival rate, source and destination ports, and packet error rates. Furthermore, we merged individual attack signatures such as command injection, SYN packets, and executable file transfer to create several new features. Because the presence of irrelevant features can drastically degrade the performance of spectral clustering [29], we reduced the number of features to the six features shown in Table 2. We used features which met both of the following criteria:

1) The mean feature value was significantly different across the four categories considered, as quantified by the results of a one-way ANOVA. (For flags, we required that the percentages were significantly different as quantified by a chi-square test.)
2) The distributions of the feature value did not have extensive overlap for at least two of the categories.
Several of the features that were considered, such as packets per second or inter-arrival rate, are sensitive to the magnitude or scale of the attack. Similarly, the standard deviation of inter-arrival times are going to be sensitive to scale. To mitigate this sensitivity, we also looked at the coefficient of variation of these values which is defined to be the standard deviation divided by the mean. These values measure variability while adjusting for the scale of the attack. We also considered the third central moment of several metrics which measures skewness.

One class of features that we found useful were flags with thresholds determined by statistical analyses. For example the code and ftp flags were characteristic of U2R attacks and had a significant p value. Surprisingly, the skewness of the packet size being higher than a specified threshold also proved to be a useful feature for grouping normal traffic. This reflects the fact that attack traffic may have unpredictable packet size whereas normal traffic packet size typically exhibits a right-skewed distribution.

Many of the features that were evaluated are not endemic to a whole subcategory of network attack. However, these still may provide useful data in identifying a specific attack (e.g. udpstorm, apache, etc) and can be combined. For example, the flags that were used were based on SYN packets per second, ECHO packets per second, HTTP and malformed percent, and source bytes from the same destination were combined using a logical “or” to become what we call the DoS smart feature in Table 2.

The first four features in Table 2 were helpful in differentiating DoS and Probe attacks from U2R attacks and normal traffic. The DoS smart feature was deployed to distinguish DoS attacks and the last feature was useful for distinguishing normal traffic.

There is always a tradeoff between performance and accuracy for classification algorithms. Our goals were two-fold; first we were concerned with learning relevant features. Because of the limited sample size the attacks were not split into training and test data so that the feature selection process could be fully optimized. Secondly, our goal was to discover attack signature patterns which was achieved by grouping features. Consequently, we have devised a fairly accurate algorithm with only six significant features. Thus, our algorithm can be easily adopted and used by an IDS. In addition, the spectral clustering algorithm can be used to raise an alert for a potential attack, and to extract attack data in a database for future information sharing that includes information on the specific group of the attack.

5. Clustering

Before discussing the details of our implementation, we first give a brief review of spectral clustering.

5.1. Review of Spectral Clustering

Given \( n \) data points \( x_1, \ldots, x_n \) and a similarity function \( f(||x_i - x_j||, \sigma) \), a weight matrix \( W \) is defined by:

\[
W_{ij} = f(||x_i - x_j||, \sigma)
\]

The similarity between two data points depends both on the distance between the points and a scaling parameter \( \sigma \); for example, the Gaussian similarity function

\[
f(||x_i - x_j||, \sigma) = e^{-||x_i - x_j||^2 / 2\sigma^2}
\]

is frequently used. The scaling parameter determines the local structure of the connections between data points. A degree matrix \( D \) is then defined by:

\[
D_{ii} = \sum_{j=1}^{n} W_{ij}
\]

and the Laplacian matrix \( L \) by:

\[
L = D - W.
\]

The eigenvalues and eigenvectors of \( L \) are then used to cluster the data; normalizing the Laplacian before computing the spectral decomposition results in more balanced clusters [30]. Note that the number of clusters \( k \) is a required input parameter.

We apply the spectral clustering algorithm proposed by [23]. First the Laplacian is normalized as follows:

\[
L_{sym} = D^{-1/2} L D^{-1/2}
\]

Let \( V \) be the \( n \) by \( k \) matrix whose columns are the eigenvectors corresponding to the \( k \) smallest eigenvalues of \( L_{sym} \). The rows of \( V \) are then normalized to obtain a new matrix \( Y \):

\[
Y_{ij} = \frac{V_{ij}}{\sum_{j=1}^{n} V_{ij}}
\]

Now viewing the rows of \( Y \) as a collection of \( n \) data points in \( \mathbb{R}^k \), the k-means algorithm is applied to cluster the data.

5.2. Implementation

Although spectral clustering is a powerful tool for finding non-convex clusters in big data, results can be sensitive both to the choice of similarity function and the scaling parameter \( \sigma \). We defined the similarity function as follows:

\[
W_{ij} = e^{-\frac{\alpha}{\sigma} \sum_{m=1}^{6} ||x_{im} - x_{jm}||^2}
\]

where \( x_{im} \) denotes feature \( m \) of data point \( x_i \), and the features have been normalized so that \( |x_{im}| \leq 1 \).

The weights \( \alpha = (\alpha_1, \ldots, \alpha_6) \) and the scale \( \sigma \) were optimized by maximizing a performance score. To evaluate
the performance of spectral clustering for a specific combination of parameters, a matrix $C$ was computed where $C_{ij}$ was the number of points in cluster $i$ that belong to the attack category $j$. The maximal number of points belonging to a single category ($\max_j C_{ij}$) was computed for each cluster, and the performance score was then defined by adding these maximal counts together and dividing by the sample size $n$:

$$\sum_{i=1}^{4} \left( \frac{\max_j C_{ij}(\sigma, \alpha)}{n} \right)$$

Note that when the clustering algorithm is performing well, $C$ is close to a diagonal matrix and the score is close to 1.

Because spectral clustering employs k-means after computing the spectral embedding, and k-means is sensitive to the initial placement of the centroids, for each fixed weight combination spectral clustering was in fact applied 50 times and the mean and standard deviation of the performance scores were computed. Letting $C_{ij}(\sigma, \alpha, \omega)$ denote the matrix $C$ obtained in run $\omega$ when parameters $\sigma, \alpha$ are used, define:

$$\text{score}(\sigma, \alpha) = \frac{1}{50} \sum_{\omega=1}^{50} \left( \frac{\sum_{i=1}^{4} \left( \max_j C_{ij}(\sigma, \alpha, \omega) \right)}{n} \right)$$

$$\text{stdev}(\sigma, \alpha) = \frac{1}{49} \sum_{\omega=1}^{50} \left( \frac{\sum_{i=1}^{4} \left( \max_j C_{ij}(\sigma, \alpha, \omega) \right)}{n} - \text{score}(\sigma, \alpha) \right)^2$$

The optimal weights were found by maximizing $\text{score}(\sigma, \alpha)$ as the weights $\alpha_i$ ranged from 1 to 11 and $\sigma$ ranged from the 10th to 50th percentile of pairwise distances. Approximate maxima were detected from coarse parameter increments and were then refined using finer parameter increments. If two combinations of parameters had similar mean performance scores, the combination with the smallest standard deviation was preferred. It was found that multiple parameter combinations gave equivalent results indicating the robustness of our features and stability of our algorithm; the parameters $\sigma = 15$ and $\alpha = (2, 7, 6, 4, 7, 11)$ were used for all reported results and figures. For this parameter choice $\text{stdev}(\sigma, \alpha) = 0$, indicating complete stability of results. Both the weight optimization and spectral clustering algorithm were implemented in MATLAB R2015a. For comparison purposes k-means was also applied directly to the data, but spectral clustering, which has superior performance on irregularly shaped clusters, was found to be both more accurate and more stable.

6. Results

Spectral clustering results are shown in Table 3. The first column shows the classification accuracy for each category (assuming attacks are assigned to the most prevalent category within each cluster), while the second column indicates what percentage of each cluster consisted of the most prevalent category. The classification accuracy was very high for DoS and Normal but a little lower for Probe and U2R (Probe attacks were often misclassified as U2R attacks and U2R attacks were often misclassified as Probe attacks or Normal traffic), with an overall classification accuracy of 78%.

Figure 1(a) shows the third and fourth components of the spectral embedding, which clearly separate the four categories; DoS attacks are shown in blue, Probe in green, U2R in red, and Normal in pink. The lower classification accuracy for Probe and U2R is due to the diverse nature of these types of attacks, some of which were not characterized by the selected features or need additional audit data to be characterized. It is worth noting that if certain subcategories of attacks are removed, the classification accuracy increases dramatically. Removing the ntfsdos, perl, and xterm from the Probe attacks considered and the insidesniffer, ntinfoscan, ntis, mscan, and resetscan from the U2R attacks considered, we obtain the results in Table 4 with an overall classification accuracy of 80%.

![Figure 1. Third and Fourth Components of Spectral Embedding for (a) All Categories and (b) Restricted Categories](image-url)
accuracy of 90%. The third and fourth components of the spectral embedding are shown in Figure 1(b).

### TABLE 4. SPECTRAL CLUSTERING RESULTS (RESTRICTED CATEGORIES)

<table>
<thead>
<tr>
<th>Category</th>
<th>Number in Category</th>
<th>Percent of Category in Cluster</th>
<th>Percent of Cluster in Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS</td>
<td>14</td>
<td>100%</td>
<td>88%</td>
</tr>
<tr>
<td>Probe</td>
<td>23</td>
<td>87%</td>
<td>91%</td>
</tr>
<tr>
<td>U2R</td>
<td>24</td>
<td>79%</td>
<td>90%</td>
</tr>
<tr>
<td>Normal</td>
<td>26</td>
<td>96%</td>
<td>89%</td>
</tr>
<tr>
<td>Overall</td>
<td>87</td>
<td>90%</td>
<td>90%</td>
</tr>
</tbody>
</table>

7. Conclusions and Future Work

We have presented an algorithm based on spectral clustering that is robust and efficient in the classification of computer network attacks utilizing a minimal number of features. What differentiates our work is that we have automated the process of grouping attacks to improve countermeasure deployment and information sharing. Furthermore, to our knowledge this is the first time spectral clustering has been used in attack classification. In the future we would like to modify this algorithm for real-time intrusion detection, refine and further automate our feature selection, and consider a wider spectrum of attacks.
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